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Abstract

Large numbers of incident related databases have been established in the last three decades. The majority of attempts to explore these data
marts were trials to identify patterns via first glance into the datasets. This study investigated a subset of incidents from fixed facilities in
Harris County, TX, extracted from the National Response Center database. By classifying the information into groups and using data mining
techniques, interesting patterns of incidents according to characteristics such as type of equipment involved, type of chemical released and
causes involved were revealed and further these were used to modify the annual failure probabilities of equipments.
© 2005 Elsevier B.V. All rights reserved.
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. Introduction

A large number of incident related databases have been
stablished in the last three decades. Federal agencies as
ell as private organizations collect data on incidents. These
rganizations differ from each other in their interests, data
ollection procedures, definitions and scope, and each of
hese organizations analyzes the data to achieve and accom-
lish both the goals and missions of the organization[1–3].
hus, the information on the incidents is heterogeneous in
oth content and form.

The majority of incident databases consist of hundreds of
housands of records. But when there are so many trees, how is
t possible to draw meaningful conclusions about the forest?
andling these data statistically, without robust analyzing
latforms, becomes a complex and impractical mission. So
hat can be done?
Data mining is a field that was developed in the last

wo decades in order to handle and extract knowledge from

∗

databases that may contain terabytes of records. This fi
a data-based process that uses a variety of tools to des
present, build predictive models and validate them. D
mining is an extension of statistical methods. This me
that while statistical methodologies rely on elegant the
and analytical methods, data mining uses new brute-
exploration techniques that are available due to recent d
opments in computational capabilities[4].

This paper presents several of the current and next
eration data mining tools, and the knowledge discov
by mining the National Response Center (NRC) incid
database with these tools.

2. Data mining and knowledge discovery

The major reason that data mining attracted attentio
recent years is the need to analyze datasets with an
mous number of records and there is a lack of tools to ex
knowledge from these sets. Data collection, storage,
management, progressed from primitive file processing
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tems in the 1960s to sophisticated database systems. Data
can now be stored in many different types of structures. The
most common architecture that has recently emerged is the
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data warehouse, which is a repository of heterogeneous data
sources, organized under a unified scheme at a single site in
order to facilitate decision support systems.

The vast amount of data has far exceeded our ability for
comprehension without powerful tools. As a result, important
decisions are often made based on the decision maker’s intu-
ition and not based on information from rich-data, although
the data are available. Data mining can be helpful in extract-
ing knowledge by revealing important patterns that may not
be revealed by other traditional tools.

Data mining consists of various techniques that, in a broad
sense, can be categorized into two groups[5]:

• Classical techniques such as statistics and neighborhood.
• Next generation techniques such as decision trees and

rules.

The following section briefly describes the techniques
above. Further details are presented on the technique used
to explore the National Response Center incident database.

3. Classical technique

3.1. Statistics

Current exploration of incident databases is mainly aimed
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this variable in other cases that have similar characteristics.
For example, the probability that the household income of
a family that lives in a 3000 ft2 house in a certain neighbor-
hood may be higher than US$ 100,000 since the household
incomes of neighbors who lives in 3000 ft2 houses is higher
than US$ 100,000. Generally, models will use a large num-
ber of parameters such as age and academic degree in these
analyses.

4. Next generation techniques

The next generation techniques have been developed in
the last two decades. Generally, when data mining is being
mentioned in popular contexts, it is referring to these tech-
niques.

The following sections will describe the decision trees
(often referred to as classification) and association rules.
Neural network (NNW) will not be addressed in this paper.
Further study is required in order to find proper ways to apply
NNW to incident databases.

4.1. Decision trees

A decision tree is an algorithm that classifies data accord-
i sion
t a tree
a split-
t oal
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b data.
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t identification of patterns by grouping records with sim
alues (for example, counting the number of records in w
he root cause of the incident is Human Error). Statistics
e helpful in the process of exploration of the database

t may reveal information on the following:

identifying patterns in the database;
predicting the probability that events will occur;
identifying the significant patterns, such as linking cau
and effects;
developing prediction models.

Traditional techniques such as regression models a
nding correlation between a target variable and other i
endent variables. Multiple non-linear regression mode

ndependent variables to the target variable using forms
lar to the form given in Eq.(1):

= C0 + C1 · Xn1
1 + C2 · Xn2

2 + · · · + Cm · Xnm
m (1)

hereY is the target value,Xi the ith independent variabl
i the coefficient of correlation of variableXi andni is the
ower value of variableXi.

The regression model calculates both,Ci andni. Indices
uch as least square and similar others are used to estim
uality of the model. It is hard to find practical applicatio
f regression models in the case of incident databases.

.2. Nearest neighbor

Nearest neighbor is a prediction technique that pre
he value of a required variable according to the value
e

ng to a set of rules that is identified in the data. Deci
rees are mainly used to examine the data and to induce
nd its rules. Trees are developed through an iterative

ing (partition) of the data into discrete groups, with the g
o maximize the distance (i.e., the groups should conta
any items as possible with the same characteristics)[6].
Decision trees can be used for a prediction as well a

dentifying significant variables. The prediction proces
ade based on historical data.Fig. 1 illustrates the proces
f a prediction on whether a candidate is considered a go
ad risk for a loan-granting process, based on historical
he example inFig. 1uses a binary tree. However, decis
odes can be partitioned to more than two branches.

The distance will be maximized in the case above, if
ata would be split in a way that the final two groups will c
ist of either bad or good risk cases. The following exam
an demonstrate how decision trees can be useful ident
ignificant variables in an incident database.

A 1000 records incident database consists of the follo
ariables: cause of the incident, the type of equipment fa
nd the incidents, and a binary field (injury) that indica

Fig. 1. Illustration of prediction process by decision tree.
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whether the incident results in injuries (a value of 1) or not
(a value of 0). Decision trees require that the user will deter-
mine a target value. Injuries are a major concern in incidents.
Therefore, injury was assigned as the target value.

The tree inFig. 2is a typical presentation of the results of
analyzing databases with decision trees. The database con-
sists of 400 records on incidents that resulted in injuries. The
analysis revealed that cause is the most significant variable
in modeling the database. Records that consist of “Human
Error” as a cause led to 250 incidents that resulted in injuries,
and 100 incidents that did not result in injuries. The next
contributing variable was type of equipment. The value “pro-
cess vessel” was found in 270 of the incidents that resulted
in injuries. In 150 of these incidents, Human Error was the
cause. This example can be summarized as follows: “Human
Error” is the most significant variable in contributing to
injuries, and type of equipment is the second most signifi-
cant variable.

The example above is a simple case and the results can
be intuitively understood. However, databases can consist of
several hundred variables. The National Fire and Incident
Reporting System database consists of dozens of variables.
Since the data should be cleaned and variables categorized,
establishing models based on all these variables requires
enormous efforts. A possible application of a decision tree
would be identifying the few variables that are more signif-
i ols.
A ents.
T arized
a

• the analysis can identify significant relationships among
variables;

• a decision tree can handle extremely large datasets easily;
• the results are easy to interpret.

This type of analysis has several insignificant disadvan-
tages. However, those should be looked at prior to applying
the analysis.

4.2. Association rules

Association rules (known also as rule induction) are
mainly used in market basket analyses[7]. Market basket
analyses aim at identifying associations among products pur-
chased by a particular customer. For example, it is a common
cliché in the data mining arena that customers that are pur-
chasing diapers are likely to buy beer as well. If this rule
would be pulled from a database it would have the following
form:

“If diapers are purchased then beer is purchased 40% of the
time (the Confidence), and this pattern occurs in 7% of all
shopping transactions (the Support)”.

That means, in addition to identifying the pattern, the
analysis-extracted information on how strong the pattern is
and how likely it is to occur again.

ow
a over,
t the
l

cant in order to prepare the data for other modeling to
decision tree can be helpful in these types of assignm

he advantages of decision tree analyses can be summ
s follows:
Fig. 2. Illustration of a decision tree
The following is a formal presentation of the rule. Bel
re explanations on the confidence and support. More

he Lift value, which is a parameter that demonstrates
evel of association, is presented as well.
analysis of an incident database.
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The general form of the rule is as follows:

“IF event A occurs THEN event B occurs as well, inX% of
the times, and this pattern occurs inY% of all events in the
dataset”

whereX is the confidence andY is the support.
Support represents the probability that both events A and

B occurred simultaneously in the dataset. This value is cal-
culated as presented in Eq.(2):

Support=
number of records in the dataset in which

both events A and B occured

total number of records in the dataset
= P(A ∩ B) (2)

Confidence presents the probability that event B will occur
given that event A occurred. This value is calculated as pre-
sented in Eq.(3):

Confidence= support
number of records in which event A occured

total number of records in the dataset

= P(A ∩ B)

P(A)
(3)

In the terminology of the set theory, confidence is the
conditional probability of event B, given that event A has
occurred[8].
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Practically, if Lift = 1, it is neither more likely nor more
unlikely that event B will occur when event A occurs, than
the likelihood that event B will occur. In these cases, A and
B are considered independent.
Lift < 1: There exists a negative association between event
A and event B of the rule.

Practically, if Lift < 1 it is less unlikely that event B will
occur upon occurrence of event A, than the likelihood that
event B will occur. If Lift = 0, then event B will never occur
simultaneously with event A (A and B are mutually exclu-
sive[8]).

This paper presents the process and the results of analyzing
the NRC databases with association rules.

An important point is that intensive efforts were invested in
an attempt to extract knowledge from this database by simply
applying a logistic regression analysis on the data. The results
of this attempt were difficult to interpret and it was impossible
to extract meaningful knowledge in this study.

5. Incident databases—an overview

There is an increased interest in using data on incidents
to improve safety in the last 20 years. During the late 1980s,
Marshal consolidated incident data from 60 or so years and
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The Lift value is the ratio between the probability tha
ill occur when A occurs to the general probability tha
ill occur. Lift is being calculated as follows:

ift = confidence
number of records in which event B occured

total number of records in the dataset

= P(A ∩ B)

P(A) · P(B)
(4)

he diaper and beer example can be used to emphasi
eaning of Lift. The value of Lift is the ratio of the probabil

hat beer will be purchased when diapers are purchas
he general probability that beer will be purchased.

A Lift value of 1 means that there is no difference betw
he probability that beer will be purchased when diaper
urchased, to the general probability that beer will be
hased (no association). A Lift value that is greater th
eans that when beer is purchased it is more likely to be

hased with diapers (positive association). However, a
alue of less than 1 means that if beer is purchased it is
ikely that diapers will be purchased too.

The following is a formal presentation of the interpreta
f values of Lift[6]:

Lift > 1: There exists a positive association between e
A and event B of the rule.

Practically, if Lift = 2, it is twice as likely that event B w
occur when event A occurs than the likelihood that eve
will occur.
Lift = 1: There is no association between occurrenc
events A and B.
arnessed it toward loss reduction, and loss prevention,
ook “Major Chemical Hazards” [9]. Today, the interest
igger than ever, because of the development of inform

echnologies that look promising in their abilities to see w
the unarmed human eye” cannot see. Major efforts are b
nvested toward collection of incident related data. The
epartment of Health and Human Services, The Agenc
oxic Substances and Disease Registry (ATSDR), mai
he Hazardous Substances Emergency Events Survei
ystem (HSEES) and publishes annual and cumulative re
10]. This project is only one among many other type
ata collection projects that are maintained by the Cente
isease Control (CDC). The Department of Transporta

epository consists of a large number of transportation sa
elated databases. A large number of reports are ava
n their website[11]. The last are only two from doze
f sources of information of incident-related data that
vailable. However, the main challenge in using incid
elated data only begins when the data are available.

Table 1consists of a list of more than a dozen datab
rom 10 different sources. The form of the data in eac
he databases reflects the interest, purpose and scope
rganization collecting the data. Therefore, integrating t
ources to a single source of information is a mega ta
escribed by Keren et al.[3], and much still has to be do

o complete this task.
The National Response Center IRIS database was se

s the source to apply data mining analysis. The follow
ections will add details on the type of data that is avail
n this source.
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Table 1
Sources of information and databases

Source Database

Federal Emergency Management Agency (FEMA) National Fire Information Reporting System (NFIRS)

US Consumer Product Safety Commission (CPSC) National Electronic Injury Surveillance System (NEISS)
Death certificates
Investigation summary
Incident summary

Mary Kay O’Connor Process Safety Center (MKOPSC) News clipping database

States Associations State of Iowa
State of Florida

State Agencies State of Texas
National Response Center (NRC) Incident Reporting Information System (IRIS)
US Department of Health and Human Services, Agency for

Toxic Substances and Disease Registry
Hazardous Substances Emergency Events Surveillance (HSEES)

US Department of Transportation (DOT) Hazardous Material Incident Reporting System (HMIRS)
Integrated Pipeline Information System (IPIS) also known as Haz-
ardous Liquid Accident Data (HLAD)

US Environmental Protection Agency (EPA) Risk Management Program (RMP), 5-year accident history
Accidental Release Information Program (ARIP)

US Department of Labor, Occupational Safety and Health
Administration (OSHA)

Accident Investigation System and several other databases

5.1. National Response Center Incident Reporting
Information System (IRIS)

The National Response Center is the Federal point of con-
tact to report all oil, chemical, radiological, biological and
etiological discharges into the environment, anywhere in the
US and its territories[12]. The NRC operates 24 h a day, 7
days a week and 365 days a year. The NRC database consists
of a large number of fields and a large number of records
(about 33,000 records in 2003 only).

The law mandates that any case of a chemical release
(above a predetermined reportable threshold) to the environ-
ment should be reported to the National Response Center
[13]. However, a major disadvantage of the NRC IRIS sys-
tem is that it collects reports very close to the time of the
incidents. Therefore, records quite often do not consist of
good documentation. Moreover, the data consist of a large
number of repetitions, because updates of earlier reported
incidents are submitted as new records. Also data from drills
is documented as real incidents, and other incidents that are
not fixed facilities-based events are reported, as if they are
fixed facilities incidents.

A large concentration of chemical, petrochemical, phar-
maceutical facilities are located in Houston, TX, and around
the city. This concentration of facilities became a major con-
cern in recent years, especially in light of the September 11,
2 sists
o r-
i y. This
s

min-
i pec-
i

• Integrating a variety of tables in the source into a flat file.
• Removing duplications, records on drills and records of

incidents that did not occur in fixed facilities.
• Developing an equipment classification taxonomy (similar

to the taxonomy proposed by Chung and co-workers[14])
and applying this taxonomy to the dataset.

• Establishing auxiliary fields such as a field consisting of
information on the amount released in the incident, in uni-
form units.

• Grouping types of chemicals according to the following
criteria:
◦ releases of gasoline, diesel, transformer oil, fuel oil and

similar cases are categorized as an oil release;
◦ releases of all types of acids are presented as an acid

release;
◦ releases of water contaminated with chemicals above

the reportable thresholds are presented as contaminated
process water.

Upon completion of the tasks listed above, the dataset was
in an acceptable form for analysis purposes.

6. Pattern identification in first glance

The most common form of pattern identification is iden-
tifying distributions of a number of incidents by the variable
t of
n ause
o a
l

e a
d e root
c

001 events. Therefore, a subset of NRC IRIS that con
f incidents from fixed facilities in Harris County, TX, du

ng the years 1990–2002, was selected as a case stud
ubset consists of a total of 7265 incidents.

Modification and preparation of the dataset to enable
ng with data mining tools required several activities as s
fied below:
hat is under investigation.Fig. 3presents the distribution
umber of incidents in the dataset as a function of the c
f the incident. AsFig. 3 revealed, equipment failure is

eading cause for incidents.1

1 One of the limitations of the NRC data is that it does not includ
etailed analysis of the incident and the remedial actions taken. Th
auses involved in the incident cannot be concluded from this data.
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Fig. 3. Distribution of number of incident by cause.

The classification of types of equipment was established
early in the study. This classification system was used to iden-
tify patterns within the equipment failure category.Fig. 4
presents this distribution.

The decision, with regard to which of the variables
should be incorporated in the development of association
rules, is based on the distribution presented inFig. 3.
SinceFig. 3 emphasizes that equipment failure is a lead-
ing cause, the type of equipment and the type of chemi-
cal involved in an incident were selected as the variables
that will participate in the association rules analysis. How-
ever, the NRC database consists of a large number of
chemicals.

Fig. 4. Distribution of number of incident by type of equipment.

7. Association rules

The Lift value was calculated (using expressions 2–4) for
all combinations of types of equipment and types of chemical
involved in the incidents.Figs. 5–7present the Lift values of
these combinations (12 of the chemicals that were involved
in the majority of the incidents were considered).

7.1. Interpretation of the results

A review of Fig. 5 reveals that the Lift value of elec-
trical equipment incidents in which NOx was involved is

ft values—part 1.
Fig. 5. Li
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Fig. 6. Lift values—part 2.

approximately 4.0. That means that the probability that
electrical equipment will be involved in NOx incident is
4.0 times higher than the general probability of electrical
equipment incidents in the database.

Similarly, the Lift value of hose incidents inFig. 7empha-
sizes that the probability of hose incidents in which oil is

released is 4.84 higher than the general probability of hose
incidents in the database. Review ofFigs. 5–7will give indi-
cations on the susceptibility of types of equipment to the
chemical involved in the process.

The following section presents the assumptions that have
been employed in the examples below.

t value
Fig. 7. Lif
 s—part 3.
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Table 2
Modified annual hose failure probabilities

Chemical Lift value Recommended annual failure
probability [failures/year]

Butadiene 0.23 0.008
Xylene 1.32 0.046
Acids 0.97 0.034
Oils 4.84 0.169
Process water 0.71 0.025

The general term of probability of failure of equipment is
given in Eq.(5):

P(f ) = 1 − e−λt = 1 −
[

1 − λt +
∞∑

n=2

(−1)n(λt)n

n!

]
(5)

whereP(f) is the failure probability,λ the failure rate [fail-
ure/year],t the time of exposure andn is an auxiliary variable.

However, whenλ � 1, then the approximation in Eq.(6)
is valid:

1 −
[

1 − λt +
∞∑

n=2

(−1)n(λt)n

n!

]
= λt (6)

Therefore, failure probability can be estimated as given in Eq.
(7), and thenλ represents the annual probability of failure.

P(f ) = λt (7)

Under the limitation given in Eq.(6), Lift values can be used
to modify values of annual failure probabilities. Thus,λ (fail-
ure rate) is representing the annual probability in these cases.
The majority of failure rates in the literature consist of aver-
aged data. Since the Lift value2 represents the elevation of
probability of an incident of equipment with respect to a spe-
cific chemical, multiplying the averaged failure rates by the
Lift value will produce an annual failure probability that rep-
r

s of
t

7

of
4 r].
T on-
s ified
v by
t

7

ation
o arge

n on
fi rate
v US.

Fig. 8. Gasket Lift values for butadiene, benzene and oils.

datasets, it is possible to establish sub-classifications. The
following example presents recommended failure rates for
gaskets in our dataset for the different types of equipment.
Fig. 8presents the distribution of these Lift values for buta-
diene, benzene and oils.

The Rasmussen report[16] uses 2.3× 10−4 [failures/year]
as a value for gasket failure rate.Table 3consists of the
modified annual failure probabilities for the variety of com-
binations of type of equipment. The values are presented for
butadiene, benzene and oils. The Lift values for gaskets in
the cases of these three chemicals are presented inFig. 8.

7.4. A word of caution

A necessary step, in order to validate the results, is ver-
ifying that the values are based on a sufficient number of
incidents. For example, the dataset in this study consists of
only three hydrogen-fluoride incidents. Therefore, informa-
tion extracted on hydrogen-fluoride is misleading. However,
any commercial data mining software can present the num-
ber of records for a given value in the dataset by a “click of

Table 3
Modified annual gaskets failure probabilities

Equipment type Butadiene Benzene Oils

E
P
F
H
H
P
P
S
S
P
R

esents the chemical in the process as well.
The following sections will emphasize the usefulnes

his aspect of Lift values.

.2. Example 1

Green and Bourne[15] recommended a hose failure rate
[failures/106 h], which is equivalent to 0.035 [failure/yea
able 2consists of the annual hose failure probabilities c
idering a set of chemicals. As mentioned earlier, the mod
alue was gained by multiplying the value in the literature
he Lift value for the appropriate chemical.

.3. Example 2

The figures and tables above presented classific
f equipment and chemicals to rough categories. In l

2 It is important to emphasize that this dataset consists informatio
xed facility, from 1990 to 2002, in Harris County, TX, only. More accu
alues can be gained by incorporating data on all fixed facilities in the
[×10−4] [×10−4] [×10−4]

lectrical equipment 0 0.04 4.3
umps and compressors 3.6 2.5 1.6
lare stack 3.7 2.9 0.02
eat transfer equipment 3.2 4.7 0.05
oses 0.5 0.04 11.1
rocess units 2.7 2.6 0.02
rocess vessels 4.3 3.5 0.04
eparation equipment 0.9 1.3 3.5
torage vessels 1.3 1.9 5.1
ipes and fittings 1.5 2.2 3.0
elief equipment 5.1 2.3 0.04
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a button”. Therefore, verifying sufficient data to support the
values is an accomplishable task.

8. Summary

Data mining is a powerful set of tools that definitely can be
harnessed to explore incident databases. The work herein is
demonstrating the usability of a single data mining method-
ology. However, data mining can be useful in other areas
of process safety. For example, development of data-driven
monitoring process based on neural networks and classifica-
tion trees[17].

A significant advantage of data mining is its ability to ana-
lyze enormous data sets. Integration of several data sources
into a warehouse will establish a dataset that will enable pro-
ducing highly validated results, and will create opportunities
to use data mining to support other safety arenas.

The efforts following this study will be devoted to estab-
lishing a decision-supporting platform that uses results from
data mining of incident databases.
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